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Abstract: 
Short-answer questions are a popular item format in listening tests. Examinees listen to spoken 
input and demonstrate comprehension by responding to questions about the information con-
tained in the input. Usually, human raters or markers score examinee responses as correct or 
incorrect following a scoring guide. Considering this procedure an instance of the more general 
class of rater-mediated language assessment, the present research adopted a many-facet Rasch 
measurement approach to provide a detailed look at the psychometric quality of the listening 
scores. Nine operational raters and one expert rater scored responses of 200 examinees to 15 
short-answer questions included in the listening section of a standardized language test. The 
findings revealed that (a) raters differed significantly in their severity measures, albeit to a less-
er extent than typically observed in writing or speaking assessments, (b) raters did not show 
evidence of differential severity across short-answer questions, (c) raters evidenced an overall 
high level of scoring accuracy, but also showed non-negligible differences in their accuracy mea-
sures, and (d) raters did not show evidence of differential accuracy across short-answer ques-
tions. Implications for the validity and fairness of using short-answer questions in listening tests 
as well as for rater training and monitoring purposes are discussed. 
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Introduction

Language tests and assessments play an in-
creasingly important role in educational, em-
ployment, and immigration contexts (Kun-
nan, 2012; McNamara et al., 2019). Based on 
language test results, different kinds of high-
stakes decisions are taken in contemporary 
society. For example, in higher education 
where international students apply for entry 
to academic programs, admissions decisions 
critically hinge on the scores achieved on 
language proficiency tests (Eckes & Althaus, 
2020; Elder, 2017). These tests measure the 
applicants’ linguistic preparedness for study 
in a language other than their best or native 
language. Notably, the tests provide infor-
mation about the proficiency level reached 
in each of the four language skills of reading, 
listening, writing, and speaking. The focus of 
the present research is on the assessment of 
listening skills.

The assessment of listening faces many 
specific challenges. Compared to the pro-
ductive skills of writing and speaking, lis-
tening is an invisible process that does not 
entail directly observable output. Different 
from reading, listening occurs in real-time. 
Listeners cannot refer back to the spoken 
input as readers usually can do with writ-
ten input. When the listening event is over, 
what remains is a transient, more or less 
fragmentary representation of the spoken 
input in the listener’s mind. Also, the exact 
content of that representation is affected by 
a wide range of variables, most of which re-
fer to the speaker, the spoken input, the lis-
tening context, and the listener (Buck, 2001; 
Green, 2017; Rost, 2016).

In a standard listening assessment, exam-
inees are first required to listen to a spoken 
input, for example, a lecture, a dialogue, or 
a group discussion, and then to provide ev-

idence of comprehension. When creating 
listening tasks, one of the many issues that 
need to be addressed concerns the kind of 
input to present to listeners. For example, 
test developers need to decide whether the 
input should be authentic, that is, close-
ly related to real-world spoken language, 
or scripted (Ockey & Wagner, 2018; Rost, 
2016). Another question is how listeners 
are expected to respond to the input. Test 
developers have to choose an item format 
that is suited to support the intended infer-
ences about the examinees’ listening ability 
beyond the assessment context. 

Item formats in widespread use in lis-
tening tests include multiple-choice items, 
multiple-matching tasks, and short-answer 
questions (Field, 2019; Green, 2017; Kang et 
al., 2019). The present study is concerned 
with the short-answer format – a type of 
limited production task where examinees 
have to produce or construct a response 
(Bachman & Palmer, 2010; Carr, 2011). Spe-
cifically, examinees are required to respond 
to questions that refer to the content of the 
spoken input by writing down single words 
or short phrases. Hence, short-answer ques-
tions allow test developers to capture the 
real-world activity of note-taking, which 
is typical of the academic context (Song, 
2011). This is also the context of the listen-
ing test under study here.

Usually, human raters, in listening assess-
ments also called (clerical) markers, scorers, 
or assessors, evaluate the correctness of the 
examinees’ responses building on a scoring 
(marking) guide. The use of short-answer 
questions, therefore, bears a striking resem-
blance to rater-mediated language assess-
ments more generally (Eckes, 2015, 2019; 
Engelhard & Wind, 2018): The information 
that an observed response provides about 
the construct of interest (i.e., listening abili-
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ty) is mediated through the rater’s judgmen-
tal and decision-making processes (Eckes, 
2017, 2019; Engelhard et al., 2018). 

The present study focuses on raters or, 
more precisely, on rater characteristics 
essential for establishing the validity and 
fairness of the listening assessment out-
comes. In particular, adopting a many-facet 
Rasch measurement approach with raters 
as a separate facet, this study investigates 
(a) the severity or leniency of each rater 
and (b) the accuracy of the scores raters 
assign to examinee responses. By doing so, 
the study addresses key demands set forth 
by Lane (2019): “The use of rater-mediat-
ed assessments requires the evaluation of 
the accuracy and consistency of the infer-
ences made by those who interpret exam-
inee performances to ensure the validity of 
their judgments regarding examinee per-
formances and the uses of the examinee 
scores” (p. 653). The study intends explicitly 
to close a gap in research on the quality of 
raters’ judgments when scoring responses 
to short-answer questions in listening as-
sessments.

 
Implications for scoring examinee 
listening performances

Short-answer questions are suited to target 
different skills or components of listening 
comprehension (Buck, 2001; Green, 2017). 
These components include lower-level skills, 
such as phoneme decoding or syntactic pars-
ing, and higher-level skills, such as meaning 
construction – a particularly appealing fea-
ture for tests that aim at assessing a range 
of different listening ability levels. Short-an-
swer questions are also largely unaffected by 
guessing strategies (Green, 2017; McNamara, 
2000). When combined with selected-re-

sponse item formats (e.g., multiple-choice 
or multiple-matching tasks), short-answer 
questions help to control for item format 
effects (In’nami & Koizumi, 2009). Because 
each format places somewhat different pro-
cessing demands on examinees (Brindley & 
Slatyer, 2002; Field, 2019), relying on just one 
item format, for example, multiple-choice 
items, may put examinees at a disadvantage 
who would fare better when also allowed 
to respond to multiple-matching tasks or 
short-answer questions.

On the downside, the short-answer format 
comes with its problems (Buck, 2001; Green, 
2017). First of all, this format requires (a) 
availability of specifically trained raters and 
(b) construction of a detailed scoring guide. 
Moreover, raters may encounter cases where 
they are forced to make decisions under un-
certainty even when these two requirements 
are met. Scoring responses to short-answer 
questions generally involves deciding on 
whether a given response is correct or in-
correct; that is, raters have to make binary 
decisions. Considering that listening com-
prehension forms a latent ability continuum, 
Buck (2001) noted that awarding 1 point for 
each correct answer and 0 points for each 
incorrect answer, “turns a complex continu-
um into a simple dichotomy. The scorer has 
to make a whole series of decisions [emphasis 
added] about which responses are accept-
able, and which are not” (Buck, 2001, p. 141).

Depending on the specific listening skills 
targeted by short-answer questions, the de-
cisions that raters have to make may threat-
en the fairness and accuracy of the assigned 
scores to varying degrees. For example, 
when targeting listening to identify specif-
ic information, examinees frequently write 
just one word (or a maximum of two words) 
to demonstrate comprehension. In that 
case, raters may simply refer to the correct 
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responses or keywords listed in the scor-
ing guide, awarding 1 point if the response 
in question is contained in that list and 0 
points otherwise. On the other hand, when 
targeting understanding of main ideas or 
gist, examinees often write more than two 
words or short phrases; as a result, respons-
es are much more complex and varied. It is 
becoming increasingly difficult for raters to 
decide on the correctness or adequacy of 
the responses in such cases. 

Within the context of assessing writing 
or speaking, decision-making process-
es and the closely related issues of rating 
quality, rater effects, and rater biases have 
been extensively studied (Eckes, 2017, 2019; 
Engelhard, 2002; Engelhard & Wind, 2018; 
McNamara et al., 2019; Wind & Peterson, 
2018). By contrast, research on the specific 
ways that raters deal with the uncertain-
ties of scoring listening performances, as 
well as research on the implications that 
these uncertainties have for the validity of 
the assessment outcomes, has been very 
sparse. To illustrate, in a review of statistical 
methods for evaluating rating quality in lan-
guage assessments covering a total of 259 
methodological and applied studies, Wind 
and Peterson (2018) identified 156 studies 
focusing on L1 or L2 writing (135 studies) 
or speaking (21 studies), but no more than 
one study on listening (using classical rater 
agreement statistics). Similarly, in a review 
of Rasch model applications in language as-
sessment from 2000 to 2018, Fan and Knoch 
(2019) found that out of a total of 64 studies 
on rater effects, 38 studies were concerned 
with writing and 20 studies with speaking, 
but not a single study with listening.

Context of the present study: The 
TestDaF listening assessment

The Test of German as a Foreign Language 
(Test Deutsch als Fremdsprache, TestDaF) is 
officially recognized as a language exam for 
international students applying for entry to 
higher education institutions in Germany. 
The TestDaF assesses the four language skills 
in separate sections (reading, listening, writ-
ing, and speaking). Examinee performance in 
each section is related to one of three levels of 
language proficiency, the so-called TestDaF 
levels (TestDaF-Niveaus, TDNs). The levels 
TDN 3, TDN 4, and TDN 5 cover the Council 
of Europe’s (2001) Lower Vantage Level (B2.1) 
to Higher Effective Operational Proficiency 
(C1.2); that is, the test measures German lan-
guage proficiency at an intermediate to high 
level. Examinees achieving at least TDN 4 in 
each section are eligible for admission to a 
German institution of higher education ( for a 
review of the TestDaF, see Norris & Drackert, 
2018; see also https://www.testdaf.de, where 
free sample tests are available). 

The TestDaF listening section assesses 
an examinee’s ability to understand spoken 
texts thematically and linguistically related 
to higher education. It consists of three parts. 
Each part is based on a scripted listening 
text, audio-recorded and played to examin-
ees in group sessions. The first part presents 
a dialogue often encountered at university 
(e.g., a conversation between two students at 
the library). The second part presents a radio 
interview or a discussion on a familiar aca-
demic topic involving three or four speakers 
(e.g., a discussion on requirements for enroll-
ing in academic programs). Finally, the third 
part presents a short lecture or an interview 
with an expert focusing on a scientific issue 
of general interest (e.g., an introductory lec-
ture about climate change). 
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Examinees listen to the three texts pre-
sented in order of increasing difficulty, as 
roughly defined in terms of three text char-
acteristics: (a) level of abstraction or infor-
mational density, (b) complexity of sentence 
structures, and (c) number of words (e.g., 
350 to 400 words for Text 1, 550 to 580 words 
for Text 2, 580 to 620 words for Text 3). Au-
dio recordings of the first two listening texts 
are presented only once; the audio record-
ing of the third text is presented twice. 

There are two types of listening items. 
The first type comprises 15 short-answer 
questions. Eight of these items belong to 
the first part of the listening section; the 
remaining seven items belong to the third 
part. Responses to each of these items are 
guided by questions asking for specific con-
tent conveyed by the speakers involved (e.g., 
“What are the new opening times of the 
library?”, “What kind of research evidence 
does the lecturer refer to?”). Examinees are 
required to listen to each text and respond 
to the questions while listening by noting 
the relevant keyword(s) on an answer sheet. 
The second item type, presented in the sec-
ond part of the listening section, comprises 
10 true/false items. Examinees have 30 min-
utes to respond to all 25 items and another 
10 minutes to transfer their responses to 
machine-readable answer sheets.1 

The responses to the short-answer ques-
tions are scored by trained raters using a 
predefined list of correct answers. Respons-
es that are contained in this list are scored 1 
point; responses that differ from the correct 
solution in terms of minor orthographical, 
grammatical, lexical, or semantical devia-
tions are also scored 1 point. All other re-
sponses are scored 0 points.
1	 The three parts of the TestDaF listening section form testlets (Wainer & Kiely, 1987), with 8, 10, and 7 items, respectively. 
	 A study of this test structure revealed negligibly small testlet effects for the first and third part of the listening section 
	 (Eckes, 2014); the moderate testlet effect observed for the second part has no implications for the findings presented here.
2	 For an example of listening assessments that expect markers to show machine-like scoring behavior, see 
	 Geranpayeh (2013, p. 264).

The listening data analyzed here were 
collected as part of an ongoing validation 
program, focusing on the TestDaF writing, 
speaking, and listening sections. Regarding 
the listening section, a sample of examinee 
responses to short-answer questions that 
formed part of an earlier live exam was pre-
sented to a small group of raters for scoring. 
The procedure differed in two critical ways 
from the standard TestDaF scoring proce-
dure: First, all raters scored all listening per-
formances, whereas in the standard proce-
dure each examinee’s performance is scored 
only once. The standard single-rater scoring 
design rests on the commonly-held assump-
tion that raters, when they are experienced 
and specifically trained, will show negligi-
bly small differences in scoring behavior (if 
any).2 The present study investigated this as-
sumption. Second, in addition to the group 
of operational raters, the validation study’s 
scoring design included an expert rater. The 
scores assigned by the expert served as a 
kind of benchmark against which to assess 
the accuracy of the operational raters. In-
cluding a single expert or a group of experts 
(“validity committee”) is quite common in 
measurement approaches to studying the 
accuracy or validity of scores assigned to 
writing performances (e.g., Engelhard, 1994, 
1996; Jin & Wang, 2018; Wind & Engelhard, 
2013; Wolfe & McVay, 2012). By contrast, this 
procedure has not yet been implemented 
within the context of listening assessments. 
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Research questions

The questions guiding the present research 
aimed at two basic quality dimensions of 
scoring examinee responses to short-an-
swer listening items: (a) the rater severity 
dimension and (b) the rater accuracy di-
mension. Both of these dimensions were 
studied in detail, building on a many-facet 
Rasch measurement approach. The specific 
research questions were as follows:

1.	 Do raters differ in their severity or 
leniency when scoring responses to 
short-answer questions in listening as-
sessments, and, if so, how pronounced 
are these differences?

2.	 Do raters show evidence of differential 
rater functioning in terms of varying 
levels of severity or leniency across 
short-answer questions?

3.	 (a) How accurate are the scores; that is, 
how much do scores provided by the 
operational raters agree with scores 
provided by the expert rater? (b) Do 
the operational raters differ in their 
accuracy when scoring examinee lis-
tening performances, and, if so, how 
pronounced are these differences?

4.	 Do raters show evidence of differential 
rater functioning in terms of varying 
levels of accuracy across short-answer 
questions? 

Method

Overview

Trained raters scored responses of exam-
inees to short-answer questions in the 
TestDaF listening section. Raters provided 
dichotomous scores; that is, they marked 
responses as correct or incorrect, using a 
detailed scoring guide. The observed scores 
were subjected to a facets analysis to gain 
insight into the variability of raters along 
the severity dimension. In a second ap-
proach, accuracy scores were first derived 
by comparing scores assigned by the oper-
ational raters with scores from the expert 
rater. Then, the accuracy scores were sub-
jected to a facets analysis to gain insight 
into the variability of raters along the ac-
curacy dimension. Finally, differential rat-
er severity and accuracy effects related to 
short-answer questions were examined.

Participants

Nine operational raters and one expert rat-
er marked the responses of 200 examinees 
to 15 short-answer questions presented as 
part of the TestDaF listening section. The 
operational raters (8 females, 1 male) were 
all experienced teachers or specialists in 
German as a foreign language. Each rater 
was licensed upon fulfillment of strict selec-
tion criteria and systematically trained and 
monitored as to compliance with scoring 
guidelines. The expert rater had been in-
strumental in supervising the development 
of listening items, co-authoring the rater 
manual for the listening section, and select-
ing, training, and monitoring the operation-
al raters.
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This study’s listening performances were 
sampled from the total group of 3,949 ex-
aminees taking the TestDaF in April 2012 
(2,557 females, 1,392 males). All examinees 
were international students applying for 
entry to an institution for higher education 
in Germany. For each examinee, two kinds 
of data were available: (a) a listening score, 
ranging from 0 to 25 score points, and (b) a 
final TDN level for listening. Based on the 
listening scores and the TDNs, performanc-
es of 200 examinees were selected for the 
present validation study. Specifically, to cov-
er the range of examinee proficiencies most 
critical in terms of eligibility for university 
admission (i.e., TDN levels 3 and 4), 100 ex-
aminees were randomly drawn from among 
examinees who scored near the borderline 
for each of these levels at the lower end of 
the TDN scale (i.e., below TDN 3 vs. TDN 3 
and TDN 3 vs. TDN 4); another 100 exam-
inees were drawn from the entire group at 
random. The final sample considered here 
comprised 138 females and 62 males.

Procedure

Each of the operational raters and the ex-
pert rater scored the responses of all 200 ex-
aminees to the short-answer questions; that 
is, the maximum possible number of scores 
per rater was 3,000. Owing to missing val-
ues, the actual number of scores available 
for data analysis was slightly lower (the pro-
portion of missing values was 4.52%). The 
scoring design underlying this study was 
complete ( fully crossed), ensuring strong 
connectedness between examinees, raters, 
and items.

Data analysis

Following the scaled ratings tradition of in-
vestigating rating quality (Eckes, 2017; Wind 
& Peterson, 2018), as mentioned before, this 
study built on a many-facet Rasch measure-
ment (or facets modeling) approach (Eckes, 
2015, 2019; Engelhard, 2013; Engelhard & 
Wind, 2018). The computer program FACETS 
(Version 3.81; Linacre, 2018a) was used to an-
alyze the listening data. FACETS uses joint 
maximum likelihood (JML) estimation of the 
model parameters ( for a discussion of the 
JML approach, see Linacre, 2018b; Robitzsch 
& Steinfeld, 2018). Specifically, two differ-
ent kinds of facets models were applied to 
provide evidence on the rating quality from 
a range of perspectives: (1) a severity facets 
model, and (2) an accuracy facets model. 

First, the analysis based on the severity 
facets model focused on studying differenc-
es between raters regarding their tendency 
to award scores to examinees in a rather 
severe or lenient manner (Eckes, 2015, 2019; 
Engelhard, 2013). The input to the rater se-
verity analysis consisted of the set of dichot-
omous scores provided by the operational 
raters and the expert rater for the examinee 
responses to each of the short-answer items. 

Second, the analysis based on the accuracy 
facets model focused on studying the accura-
cy of the operational raters in terms of their 
agreement with the expert (Engelhard, 2013; 
Wind & Engelhard, 2012, 2013; Wolfe et al., 
2015). Operational marks that were in exact 
agreement with the expert marks were consid-
ered accurate and assigned an accuracy score 
of 1, and those that were different were con-
sidered inaccurate and assigned an accuracy 
score of 0. The rater accuracy analysis input 
consisted of the set of dichotomous accuracy 
scores computed for each operational rater; 
greater scores indicated higher rater accuracy. 
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Rater severity
The severity facets model was a three-facet 
extension of the dichotomous Rasch model 
(Rasch, 1960/1980). More specifically, this 
model was a main-effects model given as 
follows:

where xnij is the score of examinee n for 
item i assigned by rater j, with xnij = 1 for a 
correct response and xnij = 0 for an incorrect 
response; θn is the ability of examinee n; βi is 
the difficulty of item i; and αj is the severity 
of rater j. 

For the rater severity analysis, where the 
expert rater is conceived of as a reference, 
the rater facet was anchored by setting the 
expert’s severity measure to 0.0 logits. As 
usual, the item facet was centered, that is, 
constrained to have a mean element mea-
sure of 0.0 logits; the examinee facet was left 
non-centered, that is, examinee measures 
were free to float relative to rater and item 
measures. 

Rater-by-item interaction
The severity facets model was modified by 
adding a rater-by-item interaction parame-
ter for studying differential rater function-
ing in terms of interactions between raters 
and items (Eckes, 2015; Engelhard & Wind, 
2018; Myford & Wolfe, 2003). The interac-
tion model statement underlying this analy-
sis was:		     

where ωij is the interaction parameter 
(also called bias parameter or bias term); all 
other terms are defined as in Equation 1.

The rater-by-item interaction analysis 
aimed at investigating whether particular 
raters scored examinee responses to partic-
ular items more severely or more leniently 
than expected given the raters’ severity 
measures and the items’ difficulty measures 
estimated based on the severity facets mod-
el (Eq. 1). According to Rasch model expec-
tations, each rater’s severity should be in-
variant across items.

Rater accuracy 
Similar to the severity facets model, the 
accuracy facets model was a three-facet 
extension of the dichotomous Rasch model 
(Rasch, 1960/1980) given as follows:

				        
where ynij is the accuracy score of opera-

tional rater j for examinee n’s response to 
item i, with ynij = 1 for a match between the 
operational and the expert mark and ynij = 
0 for a mismatch; δn is the easiness of pro-
viding an accurate mark for responses of ex-
aminee n; σi is the easiness of providing an 
accurate mark for responses to item i; and 
λj is the accuracy of rater j. 

Note that the parameters for the elements 
of all three facets have a positive orienta-
tion. In particular, higher values of the rater 
accuracy parameter mean higher accuracy 
scores, that is, higher proportions of agree-
ment with expert marks. Also, different 
from an analysis based on the rater severity 
model (Eq. 1), the rater accuracy analysis 
targets the rater facet; that is, raters are the 
objects of measurement instead of examin-
ees (Wind & Engelhard, 2013). Therefore, in 
this analysis, the examinee and item facets 
were centered, that is, constrained to have a 
mean element measure of 0.0 logits; the rat-
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er facet was left non-centered, that is, rater 
measures were free to float relative to exam-
inee and item measures. 

Rater-by-item interaction 
The accuracy facets model was modified by 
adding a rater-by-item interaction parame-
ter for studying differential rater function-
ing in terms of interactions between raters 
and items (Eckes, 2015; Engelhard et al., 
2018; Engelhard & Wind, 2018; Myford & 
Wolfe, 2003). The interaction model state-
ment then became:

			 
where ηij is the interaction parameter; all 

other terms are defined as in Equation 3.
The rater-by-item interaction analysis 

aimed at investigating whether particular 
raters scored examinee responses to par-
ticular items more accurately or more in-
accurately than expected given the raters’ 
accuracy measures and the items’ easiness 
measures estimated based on the rater ac-
curacy model (Eq. 3). Ideally, each rater’s 
accuracy should be invariant across items.

Results

Rater severity analysis

Wright map 
Figure 1 displays the measures for examin-
ee proficiency, rater severity, and item diffi-
culty in a common frame of reference. The 
variability across examinees in their level 
of estimated proficiency was substantial. 
The examinee proficiency measures showed 
an 8.20-logit spread, which was highly con-

gruent with the typical range of examinee 
measures in the TestDaF listening section 
(varying between 8 and 9 logits). Quite in 
contrast to the examinee facet, the mea-
surement results for the rater facet revealed 
a greatly reduced variability. The rater loca-
tions tightly clustered around 0.0 logits, the 
value to which the expert’s measure was set 
for anchoring the rater facet. Finally, the 
item difficulty measures appeared widely 
separated along the logit scale.

Summary Rasch statistics 
The summary Rasch statistics shown in 
Table 1 provide an overview of the variabil-
ity among the elements of the examinee, 
rater, and item facets. Importantly, as the 
rater statistics show, the between-rater se-
verity differences, though relatively small, 
were nonetheless statistically significant. 
More specifically, the homogeneity index Q 
for the rater facet, which is approximately 
distributed as a chi-square statistic with 
nine degrees of freedom (df), indicates sta-
tistically significant differences between 
severity measures of at least two raters, 
Q(9) = 38.0, p < .01. The rater separation (or 
number of strata) index H confirms that the 
present sample of raters was separable into 
more than two and a half distinct levels or 
classes of severity (perfect rater homogene-
ity would be indicated by an H value close 
to 1). Finally, the rater separation reliability 
value of .76 is just another way to express 
the fact that the degree of severity differenc-
es within the present rater sample was not 
negligibly small (perfect interchangeability 
of raters would be indicated by an R value 
close to 0).
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+------------------------------------------------------------------------------------+ 
|Measr|+Examinees  |-Raters                                                 |-Items  | 
|-----+------------+--------------------------------------------------------+--------| 
|   5 +   High     +                         Severe                         + Diffi- | 
|     |            |                                                        | cult   | 
|     |            |                                                        |        | 
|     | .          |                                                        |        | 
|     | .          |                                                        |        | 
|   4 +            +                                                        +        | 
|     |            |                                                        |        | 
|     |            |                                                        |        | 
|     |            |                                                        |        | 
|     | .          |                                                        |        | 
|   3 + *          +                                                        +        | 
|     | ***        |                                                        |        | 
|     | *          |                                                        |        | 
|     | **         |                                                        |        | 
|     | **.        |                                                        |        | 
|   2 + *.         +                                                        +        | 
|     | ****       |                                                        | 22     | 
|     | ***.       |                                                        |        | 
|     | **.        |                                                        | 19     | 
|     | ****.      |                                                        |        | 
|   1 + ****.      +                                                        + 20     | 
|     | *******    |                                                        |        | 
|     | *********. |                                                        | 1   21 | 
|     | *****      |                                                        | 25     | 
|     | ***        | 1       2       3       4       5       7       9      | 6      | 
*   0 * ********   * 6       8       Expert                                 * 24  5  * 
|     | *****.     |                                                        |        | 
|     | ****       |                                                        | 2   3  | 
|     | ******     |                                                        | 7      | 
|     | ****.      |                                                        |        | 
|  -1 + ****.      +                                                        +        | 
|     | ***        |                                                        | 4      | 
|     | *.         |                                                        |        | 
|     | *.         |                                                        | 8      | 
|     | *          |                                                        | 23     | 
|  -2 + *.         +                                                        +        | 
|     |            |                                                        |        | 
|     | *          |                                                        |        | 
|     | .          |                                                        |        | 
|     | .          |                                                        |        | 
|  -3 +            +                                                        +        | 
|     | .          |                                                        |        | 
|     |            |                                                        |        | 
|     |            |                                                        |        | 
|     | .          |                                                        |        | 
|  -4 +    Low     +                         Lenient                        +  Easy  | 
|-----+------------+--------------------------------------------------------+--------| 
|Measr| * = 2      |-Raters                                                 |-Items  | 
+------------------------------------------------------------------------------------+ 

 
Figure 1: Wright map for the rater severity analysis 

Rater severity calibrations
Table 2 presents the detailed measurement 
results for the nine operational raters and 
the expert rater. Since the expert severity 
measure was anchored at 0.0 logits, it is read-
ily seen that the majority of operational rat-
ers assigned scores that tended toward the 
severe end of the measurement scale. The 
SE (standard error) column indicates that 
the precision of the severity measures was 

Figure 1	 Wright map for the rater severity analysis
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at a very high level (the SE estimates were all 
close to 0). Consequently, using a test statis-
tic derived from the general Wald approach 
(Eckes, 2015, p. 61), all rater severity mea-

sures, except for the measures of Rater 6 and 
Rater 8, proved to differ significantly from 
the expert reference measure (p < .01). 

Table 1	 Summary Rasch statistics for the many-facet rater severity analysis

Statistic Examinees Raters Items

M (measure) 0.37 0.14a 0.00b

SD (measure) 1.35 0.09 1.03
M (SE) 0.22 0.05 0.06
Adj. (true) SD 1.33 0.08 1.03
Homogeneity index (Q) 5,411.1** 38.0** 4,001.0**
df 199 9 14

Separation ratio (G) 5.95 1.80 18.14
Separation (strata) index (H) 8.27 2.73 24.52
Separation reliability (R) .97 .76 > .99

Note   	 a	The rater facet was anchored by setting the expert rater’s measure to 0.0 logits. 
	 b 	The item facet was centered (i.e., this facet was constrained to have a mean element measure of 
		  0.0 logits). ** p < .01.

Table 2	 Measurement results for the rater severity analysis

Rater Observed 
Average

Severity 
Measure SE Infit Outfit 

1 0.52 0.26 0.05 1.00 0.99
5 0.53 0.23 0.05 1.02 1.03
3 0.54 0.19 0.05 1.00 1.00
9 0.54 0.19 0.05 0.98 0.96
7 0.54 0.18 0.05 1.01 1.03
2 0.54 0.14 0.05 1.02 1.05
4 0.55 0.12 0.05 1.01 1.01
6 0.56 0.07 0.05 1.00 1.05

Expert 0.57 0.00 0.05 0.98 0.97
8 0.57 -0.02 0.05 0.97 0.98

Note 	 Raters are ordered by severity measure (logits), from high (severe rater) to low (lenient rater). 
	 Each rater scored the responses of 200 examinees to 15 dichotomous items. 
	 The expert rater was anchored at 0.0 logits. Infit and outfit are mean-square fit statistics.
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The last two columns of Table 2 provide 
evidence on the extent to which the data 
fit the model used in the analysis. That 
is, the fit statistics indicate the extent to 
which the marks provided by a given rater 
matched the expected marks generated by 
the severity facets model defined in Equa-
tion 1. Specifically, rater infit is sensitive to 
unexpected ratings where the locations of 
a given rater and the elements of the other 
facets are closer together on the measure-
ment scale; rater outfit is sensitive to unex-
pected ratings where the latent variable lo-
cations of that rater and the other elements 
are farther apart from each other (Eckes, 
2015, 2019; Linacre, 2018b). In the present 
analysis, infit and outfit values were well 
within very narrow quality control limits 
(0.90/1.10), demonstrating a highly satis-
factory fit between the data and the model 
(Linacre, 2002, 2018b).

Rater-by-item interaction analysis
The interaction model shown in Equation 2 
was used to run a rater-by-item interaction 
analysis. Adopting an exploratory approach 
(Eckes, 2015), all 150 combinations of raters 
and items were scanned for significant differ-
ences between observed scores and expect-
ed scores, where the expected scores were 
derived from the main-effects severity fac-
ets model (Eq. 1). FACETS computed a bias 
statistic that was suited to examine the bias 
parameter estimate’s statistical significance. 
Specifically, the bias statistic provided a test 
of the hypothesis that there was no item-re-
lated differential severity effect apart from 
measurement error. This statistic is approxi-
mately distributed as a t statistic with df = N – 
1 (where N is the number of scores per rater). 

Overall, the analysis revealed a very low 
level of differential severity: No more than 
four of the 150 bias terms proved to be statis-

tically significant (i.e., p < .05). The raters in-
volved were Rater 1 (concerning two items), 
Rater 4, and Rater 8. Using a Bonferroni ad-
justment procedure to control for the Type I 
error rate, three of these bias terms failed to 
reach the adjusted level of significance (i.e., 
p < .0003), leaving only Rater 4 as significant-
ly biased (concerning a single item). 

For illustrative purposes, Figure 2 dis-
plays the bias diagrams for these three 
raters. In each diagram, the bias statistic’s 
values (in terms of t values) are shown along 
the vertical axis, and the short-answer item 
numbers are shown along the horizontal 
axis. The expert’s bias statistics are graphi-
cally included in the figure since this rater 
served as a reference. 

For ease of interpretation, the bias dia-
grams shown in Figure 2 include the upper 
and lower quality control limits (dotted lines), 
conventionally drawn at t values of –2 and +2, 
respectively. Generally, positive t values mean 
that observed (total) scores were higher than 
expected based on the model, indicating a 
tendency toward leniency; negative t values 
mean that observed (total) scores were lower 
than expected based on the model, indicat-
ing a tendency toward severity.

The expert rater provided marks that 
stayed well within the upper and lower con-
trol limits, thus exhibiting no item-related 
severity (or leniency) bias at all. Unlike the 
expert, Rater 1 showed a tendency toward 
severity when scoring examinee respons-
es to Items 21 and 25. Table 3 presents the 
detailed results from the differential sever-
ity analysis for this rater and the other two 
raters. 

Concerning Item 3, Rater 4 showed a 
highly significant difference between the 
observed score (92) and the expected score 
(120.29), indicating a strong differential se-
verity effect when scoring examinee perfor-
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Table 3	 Exemplary results from the rater-by-item differential severity analysis

Rater Item N Scores Observed 
Score

Expected 
Score

Bias 
Measure SE t p

1 21 198 68 81.79 –0.40 0.17 –2.29 .023
1 25 197 76 88.59 –0.35 0.17 –2.07 .040
4 3 196 92 120.29 –0.78 0.17 –4.70 .000
8 3 196 144 125.27 0.58 0.18 3.16 .002

Note 	 The expected score was derived from the main-effects model (Eq. 1). The bias measure was 		
	 estimated building on the interaction model (Eq. 2). Using the Bonferroni adjustment procedure, only 	
	 the t statistic value for Rater 4 scorings on Item 3 proved to be significant (adjusted p value = .0003).
	

(a) Expert Rater 

 

(b) Rater 1 

 

(c) Rater 4 

 

(d) Rater 8 

 

Figure 2: Differential severity diagrams for the expert rater and three operational raters 

mance on this particular item; the resulting 
bias estimate was –0.78 logits (SE = 0.17), 
with t(195) = –4.70, p < .0001. Considering 
the Rater 4’s overall severity (0.12 logits; 
Table 2), this rater’s severity as specifically 
related to Item 3 (the rater’s local severity 
measure) was 0.90 logits (i.e., 0.12 logits – 

[–0.78 logits]). On the very same item, Rater 
8 showed the opposite tendency, providing 
an observed score that was much greater 
(144) than expected (125.27), indicating a 
specific tendency toward leniency.

Figure 2	 Differential severity diagrams for the expert rater and three operational raters
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Rater accuracy analysis

Wright map 
Figure 3 displays the accuracy-related mea-
sures for examinees, raters, and items in a 
common frame of reference. Unlike Figure 
1, the second column (“+Examinees”) pres-
ents the measures for examinees whose 
performances were easy to rate accurately 
at the top, and the measures for examinees 
whose performances were difficult to rate 

accurately at the bottom. The third column 
(“+Raters”) compares the raters in terms 
of their ability to assign accurate scores to 
examinee performances. More accurate rat-
ers appear higher in the column, while less 
accurate raters appear lower. Finally, the 
fourth column (“+Items”) arranges the items 
according to the easiness of scoring them 
accurately; short-answer items appearing 
higher in the column were easier to score 
accurately than those appearing lower. 

+------------------------------------------------+ 
|Measr|+Examinees  |+Raters     |+Items          | 
|-----+------------+------------+----------------| 
|     |Easy to mark|  Accurate  |  Easy to mark  | 
|     | accurately |            |   accurately   | 
|     |            |            |                | 
|   4 + **         +            +                | 
|     |            |            |                | 
|     |            |            |                | 
|     |            |            |                | 
|     |            |            |                | 
|     |            |            |                | 
|     |            | 9          |                | 
|     |            | 2  8       |                | 
|   3 +            + 6          +                | 
|     |            | 1  4  5  7 |                | 
|     |            | 3          |                | 
|     |            |            |                | 
|     |            |            |                | 
|     |            |            |                | 
|     |            |            |                | 
|     | **.        |            |                | 
|   2 + *          +            +                | 
|     |            |            |                | 
|     |            |            |                | 
|     |            |            | 4              | 
|     | .          |            |                | 
|     | *****      |            |                | 
|     | *          |            |                | 
|     |            |            | 23             | 
|   1 + ****       +            +                | 
|     | **         |            |                | 
|     | *****.     |            |                | 
|     | *.         |            | 5              | 
|     | *****.     |            |                | 
|     | *          |            |                | 
|     | ******     |            | 22             | 
|     | *******    |            | 2   8          | 
*   0 * ******     *            *                * 
|     | ******     |            | 19             | 
|     | *****      |            | 20  24  25  6  | 
|     | *****.     |            | 1              | 
|     | ******.    |            | 7              | 
|     | *******.   |            |                | 
|     | *.         |            | 21             | 
|     | *****      |            |                | 
|  -1 + ****.      +            +                | 
|     | **         |            |                | 
|     | ***        |            | 3              | 
|     | *          |            |                | 
|     | *.         |            |                | 
|     | .          |            |                | 
|     |            |            |                | 
|     | Difficult  |            |    Difficult   | 
|  -2 + to mark a. + Inaccurate +  to mark accur.| 
|-----+------------+------------+----------------| 
|Measr| * = 2      |+Raters     |+Items          | 
+------------------------------------------------+ 

 
Figure 3: Wright map for the rater accuracy analysis 
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The Wright map demonstrates that ex-
aminee performances varied widely in the 
easiness for operational raters to assign ac-
curate scores. Excluding those four examin-
ees whose performances were scored with 
perfect accuracy, the easiness measures 
showed a remarkable 3.73-logit spread. 

Quite different from the accuracy-relat-
ed examinee locations, the rater accuracy 
measures were far more homogeneous, 
clustering at the high-accuracy portion of 
the logit scale (remember that the rater fac-
et was non-centered in this analysis). The 
overall high degree of accuracy manifest-
ed itself through an exact agreement rate 
between operational and expert scores of 
92.8%; that is, only 1,844 scores out of a to-
tal of 25,758 scores assigned by operational 
raters differed from the expert’s scores. The 
most accurate rater, that is, the rater show-
ing the highest agreement with the expert, 
was Rater 9; the least accurate rater was 
Rater 3. 

Summary Rasch statistics
The summary Rasch statistics shown in 
Table 4 lend substance to the conclusions 
drawn from the Wright map (Fig. 2). For 
each facet, the value of the homogeneity 
index Q was statistically significant, attest-
ing to a pronounced heterogeneity among 
examinee, rater, and item measures, respec-
tively. Moreover, the rater strata index re-
vealed that there were almost three classes 
of raters that can be reliably distinguished 
in terms of their ability to score accurate-
ly. Finally, the rater separation reliability 
left no doubt that the operational raters, 
though all of them extensively-trained and 
well-experienced professionals, exhibited 
notable differences in their ability to pro-
vide accurate scores.

Table 4	 Summary Rasch statistics for the many-facet rater accuracy analysis 

Statistic Examinees Raters Items

M (measure) 0.00a 2.99 0.00a

SD (measure) 0.92 0.15 0.71
M (SE) 0.45 0.08 0.11
Adj. (true) SD 0.69 0.14 0.70
Homogeneity index (Q) 711.0** 33.3** 479.7**
   df 199 8 14
Separation ratio (G) 1.52 1.86 6.06
Separation (strata) index (H) 2.36 2.81 8.42
Separation reliability (R) .70 .78 .97

Note   	 aThe examinee and item facets were centered (i.e., these facets were each constrained to have a 	
	 mean element measure of 0.0 logits). ** p < .01.
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Rater accuracy calibrations
The results for the nine operational raters 
presented in Table 5 provide a detailed ac-
count of their accuracy measures and the 
fit of their marks to the Rasch model. There 
was a clear ordering from accurate to in-
accurate raters and a very high agreement 
with model expectations as evidenced by 
the infit and outfit statistics. Compared 
to the other raters in the group, Rater 4 
showed a somewhat heightened outfit value 
(1.14); conversely, Rater 1 tended to show a 
somewhat lessened outfit value (0.88), indi-
cating a tendency to overfit the model.

Rater-by-item interaction analysis 
The rater-by-item interaction analysis using 
the model shown in Equation 4 yielded a 
negligibly low level of differential accuracy: 
No more than three of the 135 bias terms 
proved to be statistically significant (i.e., p < 
.05). The raters involved were Rater 1, Rater 
4, and Rater 6. Using a Bonferroni adjust-
ment procedure to control for the Type I 

error rate, none of these bias terms reached 
the adjusted level of significance (i.e.,  
p < .0004). 

For illustrative purposes, Figure 4 dis-
plays the bias diagrams for these three 
raters. As before, each diagram includes 
the upper and lower quality control limits 
(dotted lines). In the present case, positive 
t values indicate that a particular rater was 
more accurate than expected, given the rat-
er’s overall accuracy and the item’s easiness 
to be scored accurately; negative t values 
indicate a particular rater’s item-specific 
tendency toward inaccuracy.

There was a commonality among the 
raters’ item-specific differential accuracy: 
The deviations from model expectations 
referred to the same item, that is, Item 25, 
albeit in opposite directions. Thus, Rater 1 
and Rater 4 scored this particular item less 
accurately than expected; Rater 6 scored 
the item more accurately than expected. 

Table 5	 Measurement results for the rater accuracy analysis  

Rater Observed 
Average

Accuracy 
Measure SE Infit Outfit 

9 0.95 3.28 0.08 0.99 0.96
8 0.94 3.15 0.08 1.00 0.89
2 0.94 3.11 0.08 0.99 0.96
6 0.93 2.98 0.07 1.00 1.01
7 0.93 2.93 0.07 1.00 1.08
4 0.92 2.90 0.07 1.03 1.14
5 0.92 2.89 0.07 1.00 1.08
1 0.92 2.86 0.07 1.00 0.88
3 0.92 2.79 0.07 1.00 0.96

Note	 Raters are ordered by accuracy measure (logits), from high (accurate rater) to low (inaccurate rater).  
	 Infit and outfit are mean-square fit statistics.
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(a)	Rater 1

(b)	Rater 4

(c)	Rater 6

Figure 4	 Differential accuracy diagrams for three operational raters
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Table 6 presents the detailed results from 
the differential accuracy analysis for these 
three raters. 

For example, Rater 1 showed a significant 
difference between the observed score (167) 
and the expected score (176.58), demon-
strating less accuracy than expected when 
assigning scores to examinee performances 
on Item 25; the resulting bias estimate was 
–0.52 logits (SE = 0.21), with t(193) = –2.43, p 
= .016. Based on this particular rater’s over-
all accuracy (2.86 logits; Table 4), his or her 
local measure was 2.34 logits (i.e., 2.86 logits 
+ [–0.52 logits]); that is, Rater 1 was specif-
ically less accurate when scoring responses 
to Item 25. On the very same item, Rater 
6’s local measure was 3.86 logits (i.e., 2.98 
logits + [0.88 logits]), indicating a tendency 
toward still greater accuracy when scoring 
performances on this particular item (re-
member that the rater facet in the rater ac-
curacy analysis had a positive orientation).

Summary and Discussion

The main purpose of the present research 
was to investigate the psychometric quality 
of scores assigned to examinee performanc-
es on the listening section of a large-scale, 
high-stakes assessment instrument (i.e., 
TestDaF). Two rating quality dimensions 
were put under scrutiny building on a facets 
modeling approach: rater severity and rater 
accuracy. The research questions (RQs) and 
the answers provided by this study can be 
summarized as follows.

RQ1 addressed the extent to which rat-
ers showed differences in their severity or 
leniency when scoring examinee responses. 
Building on a many-facet Rasch measure-
ment model, the analysis revealed a statis-
tically significant amount of severity varia-
tion among raters. Though relatively small, 
the differences in rater severity measures 
were not negligible. In particular, the rater 
separation (strata) index and the rater sep-
aration reliability suggested that the raters 
in the present sample were not interchange-
able. 

Concerning RQ2, the rater-by-item-in-
teraction analysis was to provide insight 
into the extent to which raters showed 
varying levels of severity or leniency across 

Table 6 	 Exemplary results from the rater-by-item differential accuracy analysis 

Rater Item N Scores Observed 
Score

Expected 
Score

Bias 
Measure

SE t p

1 25 194 167 176.58 –0.52 0.21 –2.43 .016
4 25 194 169 177.14 –0.46 0.22 –2.10 .037
6 25 194 187 178.30 0.88 0.39 2.26 .025

Note 	 The expected score was derived from the main-effects model (Eq. 3). The bias measure was 		
	 estimated building on the interaction model (Eq. 4). Using the Bonferroni adjustment procedure, none 	
	 of the t-statistic values proved to be significant (adjusted p value = .0004).
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short-answer questions. As it turned out, 
the level of differential rater severity was 
very low overall. Only one operational rat-
er proved to be significantly biased toward 
just one of the 15 items considered in the 
analysis. The expert rater provided scores 
that were very well in line with model ex-
pectations, demonstrating a uniform level 
of severity or leniency across items (like the 
great majority of operational raters).

RQ3 shifted the focus on the accuracy of 
the scores provided by the operational rat-
ers. There were two parts to this question: 
(a) How well did the operational scores 
agree with the scores provided by the ex-
pert rater? (b) How much did the opera-
tional raters differ from each other in their 
accuracy measures? The answer to the first 
part was clear: There was an overall high de-
gree of scoring accuracy; that is, the scores 
provided by operational raters agreed with 
those provided by the expert in the vast 
majority of cases (the agreement rate was 
nearly 93%). Regarding the second part, 
it became evident that the level of scoring 
accuracy was far from perfect: there were 
statistically significant differences between 
raters in their ability to provide accurate 
scores. Thus, the rater separation index and 
the rater separation reliability confirmed 
that some raters were significantly more ac-
curate than others.

Finally, the focus of RQ4 was on the extent 
to which raters showed evidence of differ-
ential functioning in terms of varying levels 
of accuracy across short-answer questions. 
The answer was straightforward: There was 
no evidence for item-related differential 
rater accuracy in the present sample. If at 
all, there was a slight tendency for just one 
item to be scored less accurately than ex-

3	 In small-scale or classroom contexts, the proposed procedure will be challenging to implement. However, in large-scale and 	
	 notably high-stakes situations, score adjustment based on facets models may help increase the fairness of listening 		
	 assessments that use clerical marking.

pected by two raters and to be scored more 
accurately than expected by one rater.

These findings have at least three implica-
tions. First, whenever feasible, a many-facet 
Rasch analysis should be run to examine the 
psychometric quality of the scores that the 
raters provided. In the case of significant 
between-rater severity variation, the final 
assessment outcomes could then be based 
on adjusted ( fair) scores to compensate 
for rater severity differences.3 Such a score 
adjustment procedure presupposes that 
the scoring design ensures connectedness 
of the data; that is, all elements of all fac-
ets involved need to be linked to each other 
directly or indirectly such that they can be 
represented in a common frame of refer-
ence (Eckes, 2015; Engelhard & Wind, 2018). 
The present study utilized a fully crossed 
design, where all raters scored listening 
performances on all short-answer ques-
tions, resulting in a maximally connected 
data set. A second precondition for score 
adjustments is that the raters providing 
scores on the listening section demonstrate 
a sufficient fit to Rasch model expectations. 
Rater fit statistics like infit and outfit mean-
square indices can be used to check this re-
quirement (Eckes, 2015, 2019; Engelhard & 
Wind, 2018). For the present data, rater fit 
statistics provided clear evidence of good 
data–model fit. Hence, both requirements 
were met. 

Second, even extensive rater training, 
as routinely implemented by the TestDaF 
development team before the operational 
scoring sessions start, is not sufficient to 
make the raters function interchangeably. 
This finding is reminiscent of the conclu-
sions drawn from many studies evaluating 
the effectiveness of rater training concern-
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ing writing and speaking assessments (Eck-
es, 2015, 2019). In other words, even in the 
context of clerical marking of listening per-
formances, raters usually do not behave like 
“scoring machines”, to borrow a term from 
Linacre (2018b). Nonetheless, rater training 
and monitoring activities can be enhanced 
in at least two ways using individualized 
feedback gained from a facets analysis. Rat-
er severity statistics may help raters recon-
sider their understanding of the targeted 
listening ability and their performance ex-
pectations. Rater accuracy statistics may 
help raters check adherence to the specifi-
cations contained in the scoring guide and, 
if necessary, recalibrate their own, taken for 
granted scoring standards. Of course, mak-
ing use of information on scoring accuracy 
in this way requires an expert or group of ex-
perts to provide consensus scores on exam-
inee responses to short-answer questions. 
However, the proposed improvements to 
training procedures may be much more 
readily implemented in large-scale listening 
assessments than in smaller-scale contexts.

Third, when particular examinees’ re-
sponses or particular short-answer ques-
tions are more difficult to score accurately 
than others, it would be helpful to know why 
these accuracy differences occurred in the 
first place. A wide variety of factors poten-
tially impacting on the difficulty of listening 
items have been discussed in the literature 
(Brunfaut, 2016; Green, 2017). Unfortunate-
ly, knowledge about exactly which factors 
have an adverse or beneficial impact on 
scoring accuracy is seriously lacking. Rater 
accuracy facets models appear well-suited 
to contribute to filling this gap by pointing 
to individual facets or combinations of fac-
ets that are closely associated with the oc-
currence of scoring problems.

Finally, a word of caution should be add-
ed here. Given that the size of the examin-
ee sample was relatively small, any of the 
findings and their implications discussed 
above need to be corroborated using a 
much larger sample from live language as-
sessments. Nonetheless, efforts were made 
to ensure that the present sample of listen-
ing performances closely mirrored the crit-
ical decision-making regions of the latent 
proficiency scale. Also, the rater accuracy 
analysis was based on a comparison of the 
scores provided by a small group of opera-
tional raters to the scores of just a single ex-
pert rater. Using a greater number of oper-
ational raters and a group of experts would 
undoubtedly increase the reliability of the 
findings presented here. It should be noted, 
however, that the basic approach adopted 
in this research may well serve as a para-
digm for rater accuracy studies in the field 
of listening assessment on a larger scale.

Conclusion

Buck (2018) noted that listening “is still 
the most neglected of the traditional four 
skills. This is unfortunate because, in a 
number of ways, listening can be regard-
ed as the most fundamental skill of all” (p. 
xi). In a similar vein, Harding et al. (2015) 
characterized listening as “one of the most 
under-researched aspects of assessment, 
reflecting its ‛Cinderella’ status among the 
four skills” (p. 326). The present study rec-
ognized the critical role of this skill by (a) 
conceptualizing the assessment of listening 
through scoring of examinee responses to 
short-answer questions as an instance of 
the more general class of rater-mediated 
assessments, much like scoring writing or 
speaking performances, and (b) adopting a 
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facets modeling approach to the analysis of 
rating quality with a focus on rater severi-
ty and rater accuracy. There was evidence 
that in a standardized listening assessment 
using short-answer questions along with 
a detailed scoring guide, raters exhibited 
differences in the severity and accuracy of 
the scores assigned to examinee respons-
es. Though at a relatively low level overall, 
these differences were far from negligible. 
The present findings highlight the need to 
implement procedures for analyzing and 
evaluating rater-mediated assessments of 
listening ability on a routine basis, partic-
ularly in high-stakes contexts. There is also 
a demand for research into the factors that 
contribute to rater variability in listening 
assessments. 
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